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Abstract—Due to deep automation, the configuration of many Cloud infrastructures is static and homogeneous, which, while easing administration, significantly decreases a potential attacker’s uncertainty on a deployed Cloud-based service and hence increases the chance of the service being compromised. Moving-target defense (MTD) is a promising solution to the configuration staticity and homogeneity problem. This paper presents our findings on whether and to what extent MTD is effective in protecting a Cloud-based service with heterogeneous and dynamic attack surfaces—these attributes, which match the reality of current Cloud infrastructures, have not been investigated together in previous works on MTD in general network settings. We 1) formulate a Cloud-based service security model that incorporates Cloud-specific features such as VM migration/snapshotting and the diversity/compatibility of migration, 2) consider the accumulative effect of the attacker’s intelligence on the target service’s attack surface, 3) model the heterogeneity and dynamics of the service’s attack surfaces, as defined by the (dynamic) probability of the service being compromised, as an S-shaped function, and 4) propose a probabilistic model Cloud-based service deployment strategy that exploits the dynamics and heterogeneity of attack surfaces for protecting the service against attackers. Through simulation, we identify the conditions and extent of the proposed MTD strategy’s effectiveness in protecting Cloud-based services. Namely, 1) MTD is more effective when the service deployment is dense in the replacement pool and/or when the attack is strong, and 2) attack-surface heterogeneity-and-dynamics awareness helps in improving MTD’s effectiveness.
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I. INTRODUCTION

This paper presents our findings on whether and to what extent moving-target defense (MTD) is effective in protecting a Cloud-based service with heterogeneous and dynamic attack surfaces—the security implications of these two attributes will be explained shortly and be more fully evaluated by the end of this paper. The motivations behind our work are:

The proliferation of Cloud-based services. Cloud computing has been applied in recent years to various information services such web hosting (e.g., Amazon Web Services), storage (e.g., Dropbox and Copy.com), application delivery (e.g., Google App Engine and Microsoft Office 365), and scientific computing (e.g., FutureGrid). Cloud computing provides elasticity to clients through on-demand allocation and cost-effectiveness to service provider through efficient resource allocation. Therefore, we expect that the migration to the Cloud-based service model will sustain and expand in foreseeable future. The enabling technology of Cloud computing is the virtualization of commodity hardware/software.

The emergence of MTD as a promising defensive technique in the cyber-security research community. The motivating observation behind MTD is the asymmetry in the traditional attacker-defender relationship: Defenses are usually reactive to a preceding proactive attempt—the attacker always has an upper hand. MTD attempts to reverse this situation through proactive defense by moving the target in anticipation, rather than in response, to attacks. The purpose of moving the target is to decrease the utility (for attacking) of attackers’ existing intelligence on the old target and increase attackers’ uncertainty on the new target.

MTD is particularly applicable to Clouds for the following reason. The deep automation in Cloud management, although eliminates inconsistencies and mistakes that plague manual administration, creates Cloud infrastructures that are largely static and homogeneous. For example, a major Infrastructure-as-a-Service (IaaS) service provider, Amazon Elastic Compute Cloud (EC2), provides a relatively small number of options (i.e., instance type and operating system combinations) for users to bootstrap a new virtual machine (VM). Although this practice eases platform administration and support, it effectively makes the new VM a static target. Besides, the relative scarcity of options also make multiple VM instances to be largely homogeneous. Staticity and homogeneity in infrastructure give advantages to attackers by decreasing the attackers’ uncertainty on potential targets. Therefore, MTD, the goal of which is to increase attackers’ uncertainty, is quite applicable to Clouds.

Although previous works have examined MTD in general network settings (a few of which are surveyed in Section V), our work contributes new understandings on the effectiveness of MTD in the following aspects.

• We formulate a model Cloud-based service security model that incorporates features of modern Cloud infrastructures such as VM migration/snapshotting and the diversity/compatibility of migration (Section II-A).
• We consider the accumulative effect of the attacker’s intelligence on the target service’s attack surface (Section II-B) and model the heterogeneity and dynamics of the service’s attack surfaces, as defined by the (dynamic) probability of the service being compromised, as an
S-shaped generalized logistic function (Equation (1) in Section II-C).
- We propose a probabilistic MTD service deployment strategy that exploits the dynamics and heterogeneity of attack surfaces for protecting the service against attackers (Section III).
- Through simulation, we identify the conditions and the extension of the proposed MTD strategy’s effectiveness for protecting Cloud-based services (Section IV-B). Namely, 1) MTD is more effective when the service deployment is dense in the replacement pool and/or when the attack is strong, and 2) attack-surface heterogeneity and-dynamics awareness helps in improving MTD’s effectiveness.

II. Model

We consider a model consisting of a pair of rivalries: a Cloud-based service and an attacker.
- The service is deployed on one or more VM instances among a pool of such instances in the Cloud.
- The attacker, who targets at the service but does not know which VM instances the service is currently deployed on, repeatedly probes and attacks the pool of VM instances in order to disrupt the service by capturing the VM instances on which the service is deployed.

The goal of our design (Section III) is to devise a service deployment strategy to hold out the attack as long as possible. In our model, both the service and the attack are subject to the following conditions that are derived from realistic constraints in modern Cloud infrastructures.

A. Service model

The VM instances on which the service is currently deployed are active, whereas the rest instances in the pool are inactive. In our model (Section II-B), the attacker cannot differentiate between active and inactive VM instances in selecting and attacking targets. Therefore, the set of inactive VM instances protects the active ones from direct exposure to the attacker by increasing the attacker’s uncertainty.

The service can be deployed on different sets of VM instances: an active VM instance can be replaced by another VM instance. This models the capability of modern VMMs in which VMs are allowed to migrate across physical machine boundaries. However, to ensure MTD effectiveness, migration should introduce enough diversity in configuration to thwart attacks, while, at the same time, migration is also subject to some technical constraints, e.g., current virtualization technology does not support migration between, say, Linux and Windows operating systems. In other words, the set of VM instances that serve as replacements for an active instance is the subset of the whole pool that are both diverse (in configuration) and similar (within technical feasibility) at the same time. For a VM instance $j$, let the set of such replacements of $j$ be $R(j)$.

We consider a snapshot-and-restore service migration model instead of a refreshing model, in which the migration destination is always refreshed to a known good state (such as a freshly installed operating system). In the snapshot-and-restore model, when the service migrates away from an active VM instance, a snapshot is taken; if the service migrates back to this instance later, the snapshot is restored and service is resumed from there. This choice of service migration model is based on the following reasons.
- A service may require an execution context that gets destroyed under the refreshing model, but is preserved under the snapshot-and-restore model.
- While the refreshing model fully negates the attacker’s accumulated advantage upon migration, the snapshot-and-restore model only partially negates the attacker’s accumulated advantage—the snapshot preserves any backdoor left by the attacker along with the rest of the state of the VM instance prior to migration. We consider the more challenging (for the defender) snapshot-and-restore service migration model in order to isolate the effect of moving, rather than refreshing, in studying the effectiveness of MTD.

B. Attacker model

The attacker can probe any VM instance in the pool, but cannot differentiate between active and inactive VM instances (the justification is discussed in Section IV-A in evaluating the effectiveness of MTD). This could be realized by the defender through, for example, deploying fake services or honeypots on the inactive VM instances to confuse the attacker.

The attacker is constrained by an attack budget: There is an upper limit on the number of VM instances that the attacker can probe and attack within a given time constraint. In a discrete-event model in which the attacker $a$’s attack budget within a unit of time is $k$, $a$ can probe and attack at most $k$ VM instances within the unit time.

The attacker’s intelligence on the target is accumulative. When the attacker invests its budget on an active VM instance (i.e., a hit), the probability of the attacker successfully capturing the active VM instance increases (Section II-C). Conversely, if the attacker invests its budget on an inactive VM instance (i.e., a miss), although this inactive VM instance may eventually be compromised, the service is not affected, and the attacker’s efforts will be negated for this VM instance by the snapshot restoration when the service migrates to it. Nevertheless, as discussed in Section II-A, we allow attacker’s efforts to be preserved for active VM instances under the snapshot-and-restoration service migration model: The probability that an active VM instance will be captured by the attacker is a non-decreasing function against the number of hits.

C. Attack surface model

As hinted in Sections II-A and II-B, we consider a heterogeneous and dynamic attack surface model. We model the attack surface of an active VM instance as the probability of it being compromised by the attacker over the course of time that it is actively deployed.

Intuitively, attack surfaces can be modeled with an S-shaped function, characterized by a first phase of increasing growth rate starting from some value above 0, followed by a second phase of decreasing growth rate ending at some value below 1. The first phase corresponds to the reconnaissance stage that precedes almost all real attacks—the attacker has a relatively low success probability at this stage, but the attacker’s intelligence on the targets grows fast (any new intelligence is good due to lack of intelligence at this stage). The latter phase
corresponds to a stage in which the attacker’s intelligence on the target is saturated, but has a relatively large probability of success due to the very abundance of intelligence on the target. We model this effect with a generalized logistic function:

$$P_{a,j}(t) = \frac{A_j - K_j}{1 + e^{-B_j(t-M_j)}}. \tag{1}$$

$P_{a,j}(t)$ is the probability of, after $t$ units of time, the attacker $a$ successfully compromising the active VM instance $j$ the next time $a$ probes and attacks $j$. The parameters in Equation (1) have the following significance:

- $A_j$ is the lower asymptote, which is the tight lower bound of $P_{a,j}(t)$. Hence, $A_j \geq 0$. $a$’s first hit has a success probability of (very close to) $A_j$.
- $K_j$ is the upper asymptote, which is the tight upper bound of $P_{a,j}(t)$. Hence, $A_j < K_j \leq 1$. $a$’s success probability is never over $K_j$.
- $B_j$ is the growth rate. $B_j$ determines the growth in the attacker’s success probability between subsequent hits.
- $M_j$ is the time of maximal growth. The period before $M_j$ has an increasing growth rate, whereas the period after $M_j$ has a decreasing growth rate.

The effects of the parameters on the shape of the attacker’s advantage model $P_{a,j}(t)$ (Equation (1)) are illustrated in Figure 1. The parameters in Equation (1) are determined by the following distinct but related aspects:

- The attacker’s capability. In the real world, where the attacker’s capability is unknown to the service defender, the parameters in Equation (1) quantify the strength of attacks that the service is designed to withstand. For example, a model with high $B_j$ and low $M_j$ quantifies a strong and determined attacker who has the capability of compromising a target fast.
- An active VM instance’s attack surface, as defined by the totality of its externally accessible resources. Existing works (e.g., Manadhata and Wing [14]) that quantify attack surfaces can be adapted to determine the parameters in Equation (1).

III. DESIGN

Based on the model described in Section II, especially the model on attacker’s probability of successfully compromising an active VM instance (Equation (1)), we propose the following MTD service deployment strategy for securing the service against attacks.

During each unit of the discrete time, an active VM instance $j$ makes a decision of whether to migrate to one of its replacements $R(j)$. Because it does not know the (faceless) attacker $a$’s activities, $j$ wishes for the best by preparing for the worst—$j$ assumes that $a$ is capable to attack any VM instance anytime. Under this assumption, for any VM instance $i \in R(j) \cup \{j\}$, if $i$ has been active for a duration of $t_i - 1$ in the past, the probability that “$i$ will be compromised if it is chosen as the migration destination” is $P_{a,i}(t_i)$ the next time it is targeted by the attacker.

Let $E_{a,j}(i) = P_{a,i}(t_i)$ be $j$’s estimation of the risk of migrating to $i \in R(j) \cup \{j\}$. For $\delta > 0$, let

$$R'_\delta(j) = \{i | i \in R(j) \cup \{j\} \text{ and } E_{a,j}(i) \leq E_{a,j}(j) - \delta\}. \tag{2}$$

$R'_\delta(j)$ is the set of $j$’s replacements that have an estimated risk level that is lower than the risk level of $j$ by at least an amount of $\delta$.

$j$ makes a probabilistic decision to migrate to $i \in R'_\delta(j) \cup \{j\}$ as follows:

- If $R'_\delta(j) = \emptyset$, the decision is (trivially) “migrate to $j$”, i.e., not migrating.
- Otherwise $R'_\delta(j) \neq \emptyset$, $j$ migrates to $i \in R'_\delta(j) \cup \{j\}$ with a probability of

$$M^-_{a,j}(i) = \frac{\sum_{k \in R'_\delta(j) \cup \{j\}} E_{a,j}(k)}{|R'_\delta| \sum_{k \in R'_\delta(j) \cup \{j\}} E_{a,j}(k)}. \tag{3}$$

The intuition behind this proposed strategy (in particular, Equations (2) and (3)) is as follows.

- Random migration prevents the attacker from exploiting an otherwise fixed schedule to circumvent MTD.
- Confining migration targets to replacements that have lower estimated risk level minimizes bad migration decisions, which include, for example, migrating to a highly risky replacement or thrashing between several VM instances, which wastes valuable computation resources on unnecessary migration.

- By Equation (3):
  1. $\sum_{i \in R'_\delta(j) \cup \{j\}} M^-_{a,j}(i) = 1$. Thus, $M^-_{a,j}(i) (i \in R'_\delta(j) \cup \{j\})$ constitutes a probabilistic partition of 1.
  2. A VM instance $i$ with a higher estimated risk level $E_{a,j}(i)$ will have a lower probability $M^-_{a,j}(i)$ of being selected as the migration target. Candidates that have the same estimated risk level have the same probability of being selected as the migration target.

Some illustrative numerical examples are as follows:

- Let the risk estimation of 3 migration candidates be 3 (by definition, this must be $j$), 2, and 1, the corresponding probabilities of them being selected are 1/4, 1/3, and 5/12, respectively. $1/4 + 1/3 + 5/12 = 1 = 1/4 : 1/3 : 5/12 = 3 : 4 : 5$.
- Let the risk estimation of 3 migration candidates be 5 (by definition, this must be $j$), 0, and 0, the corresponding probabilities of them being selected are 0, 1/2, and 1/2, respectively.
IV. Evaluation

A. Setup

To evaluate the proposed MTD service deployment strategy, we implement it, along with two other service deployment strategies, in Common Lisp and compare their effectiveness in protecting service from attack through simulation\(^1\). The two other service deployment strategies are:

- **Static.** The set of active VM instances does not change after the service has been deployed.
- **Rotate.** Each of the active VM instance makes a probabilistic decision of either not migrating or migrating to one of its replacements that have a shorter deployment history, i.e., have been used as an active VM instance in the past for fewer units of time. More generally, an eligible replacement should have a deployment history that is shorter by at least \( \delta \) (\( \delta > 0 \)) units of time. Choosing a reasonable \( \delta \) allows the service to balance between constant migration (which prevents the service from doing any useful work) to no migration at all (which degenerates the strategy into the static one).

We expect a comparative study between these alternative service deployment strategies will elucidate the following points.

- Both “rotate” and the proposed strategy are instances of MTD, and share a similar decision process. The difference between the two is that, for a Cloud-based service with heterogeneous attack surfaces (as modeled by a variety of risk accumulation functions of different VM instances as shown in, for example, Figure 1), “rotate” is oblivious to, while the proposed strategy is aware of, the heterogeneity of risk accumulation. For this reason, we call the proposed strategy the “risk-aware” (short for “attack-surface heterogeneity-and-dynamics aware”) service deployment strategy. A comparison between “rotate” and “risk-aware” shows whether, and to what extent, attack-surface heterogeneity-and-dynamics awareness makes MTD more effective.
- A comparison between the MTD (i.e., “rotate” and “risk-aware”) and the “static” strategy shows whether, and to what extent, MTD is effective.

We originally considered both a targeted and a random attacker model. The difference between the two is that, whereas an attacker of the random model does not know the service deployment and, hence, picks targets randomly during each round, an attacker of the targeted model knows exactly the service deployment and precisely attacks the active VM instances during each round. Although a targeted attacker is more capable than a random attacker, the random attacker model is actually more effective for evaluating whether MTD/risk-awareness is effective, for the following reasons.

The random attacker model is more discerning. A static service is doomed under a targeted attack—every attack attempt hits the target. A MTD service fares better due to the amortization of risk accumulation across the pool. However, the favorable result towards MTD under the targeted attack is well expected (and hence uninteresting) and will give an exaggerated impression on how effective MTD actually is. In comparison, under the random attacker model, there is no obvious reason why a MTD service is more resilient than a static one. It is conceivable that, under a random attack, a MTD service takes more hits than a static one—the service does not know whether the VM instance that it chooses to migrate next will also be chosen by the attacker.

The random attacker model is more general. A targeted attacker is one who is either an insider or has studied the target long enough to act like an insider. However, many attacks are preceded by a stage of reconnaissance, during which the attacker acts more like a random attacker. Besides, a targeted attacker is more predictable than a random attacker, which can make a targeted attacker to be detected and countered more predictably; thus, even a targeted attacker may act randomly to circumvent such targeted counterattack.

Therefore, the results presented henceforth are obtained from simulations using a random attacker model.

In the simulation, the whole pool of VM instance is represented by an undirected graph of nodes with neighbors representing mutually replaceable VM instances—mutuality of the replacement relationship gives rise to the undirectness of the graph. We simulate the attack surface heterogeneity by randomly assigning to each node one of the functions shown in Figure 1. The model presented in Section II is simulated as a game between an attacker and three defenders, each representing one of the three service deployment strategies (static, rotate, and risk-aware). The game evolves by discrete rounds, each of which proceeds as follows.

- The attacker chooses targets to attack randomly and independently, and is constrained by its budgets on how many targets it can pick during each round.
- Each of the defenders chooses its current active VM instances (i.e., its assets), on which the service is deployed. The static defender always chooses the same assets; the MTD defenders (rotate and risk-aware) make probabilistic decisions on whether and where to migrate their assets, as specified in Section III and the beginning of this section.
- For each of the overlapped choices between a pair of attacker/defender (i.e., an asset is being targeted by the attacker in this round), a biased dice is cast based on the particular asset’s risk accumulation function, to decide whether the asset is actually captured by the attacker.

The effectiveness of the defenders is measured by the asset survival rate, i.e., the percentage of defenders’ assets that have not been captured by the attacker yet. The results shown in Figure 2 are conducted with 512 nodes, with different combinations of attacker budgets and initial numbers of defenders’ assets. To reduce statistical bias, the simulation is repeated 100 times with different random seeds and the five-number summaries (i.e., the minimum, the 25% quantile, the median, the 75% quantile, and the maximum) are plotted over a period of 250 units of time. The migration threshold \( \delta \) for the rotate service deployment strategy is chosen to be 4.

B. Results and explanation

The main results shown in Figure 2 are:

- When the service is dense (i.e., has a high ratio of asset over the pool and is shown towards the right of Figure 2)
Fig. 2: When the service is dense (i.e., has a high ratio of asset over the pool and is shown towards the right of the figure) and/or the attacker is strong (i.e., has a large attack budget and is shown towards the bottom of the figure), an MTD service is significantly more resilient than a static one. When the service is sparse (i.e., has a low ratio of asset over the pool and is shown towards the left of the figure) and the attacker is weak (i.e., has a small attack budget and is shown towards the top of the figure), an MTD service does not show significant advantage over a static one in resilience (although risk-awareness still helps).

Risk (short for attack-surface heterogeneity-and-dynamics) awareness helps in improving MTD effectiveness, especially for cases in which a MTD service is significantly more resilient than a static one. The shown results are obtained through a simulation of 512 nodes over 100 random repetitions. Column headers show the number of initial defender assets. Row headers show the attacker budgets. The five-number summaries (i.e., the minimum, the 25% quantile, the median, the 75% quantile, and the maximum) of both static and MTD defenders’ asset survival rate are plotted over a period of 250 units of discrete time.

- When the service is dense and/or the attacker is strong (i.e., has a large attack budget and is shown towards the bottom of Figure 2), an MTD service is significantly more resilient (i.e., has a higher asset survival rate) than a static one.

- When the service is sparse (i.e., has a low ratio of asset over the pool and is shown towards the left of Figure 2) and the attacker is weak (i.e., has a small attack budget and is shown towards the top of Figure 2), an MTD service does not show significant advantage over a static one in resilience.

- Risk awareness helps in improving MTD effectiveness, especially for the cases in which a MTD service is significantly more resilient than a static one.

An explanation for the results is:

- When the service is dense and/or the attacker is strong, there is a high probability that an attacker (even a random one) will hit a static service. This is demonstrated by the significant changes of the static service’s asset survival rate within each column from dropping to (almost) 0% at time 250 for an attacker with a budget of 16 (16/512=1/32 of the pool), to dropping to 0% before time 25 for an attacker with a budget of 256 (256/512=1/2 of the node pool).

- Although an MTD service is equally likely to be hit as a static one, the risk (of the service being compromised by the attacker) is amortized among the pool of replacements through migration. Therefore, over the same period of time, although more assets have been activated (and hence potentially been probed and attacked), fewer has reached a risk level high enough to be compromised.
• When the service is sparse and the attacker is weak, the very sparsity serves as adequate camouflage for a static service against the weak attacker, so that MTD does not show significant benefits. Nevertheless, risk awareness helps in improving security, as demonstrated by the better (although only slightly) median asset survival rate of the risk-aware service deployment strategy, even for the cases shown in the top-left corner of Figure 2 (which correspond to sparse services with weak attackers).
• Risk awareness, as embodied in the proposed strategy presented in Section III, helps avoid poor decisions such as migrating an asset from a locally risky but more used node to a highly risky but less used one. This demonstrates the need and security benefits for an accurate attack surface model.

V. RELATED WORKS

Several recent works approach MTD through game theory [5, 19], control theory [16], and genetic algorithm [6]. Zhuang et al. illustrate the design of a MTD system over an example network mission planning system and validate their design by simulating a probabilistic attacker model [20]. In comparison, we explicitly consider the temporal dynamics of the attacker model.

Advancement in virtualization technology makes live migrating of VMs without interrupting services a reality [4, 12]. Previously, live migration are used in load balancing [9, 18] and resource allocation optimization [1, 2]. Liu et al. demonstrate a heterogeneous VM migration system that allows a VM to migrate between two different VMMs [12].

VI. CONCLUSION
In this paper, we model a Cloud-based service with heterogeneous and dynamic attack surfaces and propose/evaluate a probabilistic service deployment strategy that exploits such heterogeneity and dynamics for making the service more resilient against attacks. Through simulation, we identify the conditions and extent of the proposed MTD strategy’s effectiveness in protecting Cloud-based services with heterogeneous and dynamic attack surfaces.

Our work suggests a few directions for future research. First, the benefits of exploiting attack-surface heterogeneity/dynamics awareness in improving service resilience show the need for accurate attack surface modeling. Second, the robustness of risk-aware MTD against the deviation of risk estimation from reality should be studied in cases where accurate estimation is not feasible. Last but not least, migration as a security measure has its own costs (in terms of service interruption or consumed communication/computing resources). Although we implicitly consider it by minimizing unnecessary migration through probabilistic and thresholded strategy, a future extension to our work could explicitly model such costs in a scale that is commensurate to the security benefits of MTD.
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